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Abstract The eukaryotic replication protein A (RPA) has
several pivotal functions in the cell metabolism, such as
chromosomal replication, prevention of hairpin formation,
DNA repair and recombination, and signaling after DNA
damage. Moreover, RPA seems to have a crucial role in
organizing the sequential assembly of DNA processing
proteins along single stranded DNA (ssDNA). The strong
RPA affinity for ssDNA, KA between 10−9−10−10 M, is
characterized by a low cooperativity with minor variation
for changes on the nucleotide sequence. Recently, new data
on RPA interactions was reported, including the binding
free energy of the complex RPA70AB with dC8 and dC5,
which has been estimated to be −10±0.4 kcal mol−1 and −7±
1 kcal mol−1, respectively. In view of these results we
performed a study based on molecular dynamics aimed to
reproduce the absolute binding free energy of RPA70AB
with the dC5 and dC8 oligonucleotides. We used several
tools to analyze the binding free energy, rigidity, and time
evolution of the complex. The results obtained by MM-
PBSA method, with the use of ligand free geometry as
a reference for the receptor in the separate trajectory
approach, are in excellent agreement with the experi-
mental data, with ±4 kcal mol−1 error. This result shows
that the MM-PB(GB)SA methods can provide accurate

quantitative estimates of the binding free energy for interact-
ing complexes when appropriate geometries are used for the
receptor, ligand and complex. The decomposition of the MM-
GBSA energy for each residue in the receptor allowed us to
correlate the change of the affinity of the mutated protein with
the ΔGgas+sol contribution of the residue considered in the
mutation. The agreement with experiment is optimal and a
strong change in the binding free energy can be considered
as the dominant factor in the loss for the binding affinity
resulting from mutation.

Keywords Amber . Binding .MM-PBSA .Molecular
dynamics . Replication protein . RPA

Introduction

The eukaryotic replication protein A (RPA), identified as a
heterotrimeric ssDNA-binding protein, is involved in the
chromosomal replication, repair and recombination pathways
in eukaryotic cells, and more recently shown to participate in
signaling following DNA damage [1–9]. One of the functions
of RPA is to protect the single stranded DNA, ssDNA, from
nucleases and prevent ssDNA from the hairpin formation.
Moreover, RPA has a pivotal role in organizing the
sequential assembly of DNA processing proteins along the
ssDNA [10, 11]. The human homologue subunits of RPA are
named according to their respective molecular weight,
RPA70, RPA32 and RPA14 [3, 8, 12, 13]. The X-ray
structure of RPA shows six domains that assume the
oligonucleotide/oligosaccharide-binding (OB) fold geometry
found in other known ssDNA-binding proteins, SSBs [2, 14,
15]. RPA has four ssDNA binding domains, denoted as A
(amino acids 181–290), B (amino acids 300–420), C (amino
acids 436–616), and D (amino acids 43–170), in order of
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decreasing affinity. The first three are located in the subunit
RPA70, the remaining binding domain, D, is found in
RPA32 subunit. The binding modes depend on the length of
the substrate, with 8–10, 12–23 and 28–30 nucleotides, nt,
respectively [16–18]. Also, the N terminal of RPA70 has
some affinity with ssDNA, however its contribution to the
overall binding is predicted to be mostly regulatory under
specific conditions [19–21]. The presence of three main
binding modes adopted by RPA to bind ssDNA, suggests
that three different conformations can be assumed by the
protein in solution. This hypothesis was reconfirmed by
scanning transmission electron microscopy and gel filtration
which lead to the confirmation that all three conformations
coexist, likely in equilibrium, in solution [22].

RPA70A has an affinity for a series of proteins,
including the papilloma virus E1 helicase [23], the SV40T
antigen [23, 24], XPA [25], and the human Rad51
recombinase [26]. Mutations on Rad51 show that the
interaction between the N-terminus of Rad51 with RPA70A
plays a role in the RPA displacement from the ssDNA in
the formation of the Rad51-ssDNA nucleoprotein filament
[26]. Several DNA damage signaling and processing
proteins revealed an interaction with RPA: Rad17 [27,
28], Rad9 [29], ATRIP [9, 30, 31], 53BPI [32], BRCA2
[33], Mre11-Rad50-Nbs1 [34], and nucleolin [35, 36].

RPA has a strong affinity (association constant (KA)
between 10−9–10−10 M [37]) for ssDNA with a defined
5′→3′ polarity [38, 39]. The binding shows a low
cooperativity and its strength is mostly a function of the
length of the substrate, with minor variation for changes on
the nucleotide sequence and experimental conditions [37,
40–42]. The individual affinity of each subunit for the
ssDNA is rather small, with greatest values measured for
RPA70A being KD ∼2 μM. In the following step, RPA70B,
separated by RPA70A by a short linkage, binds the ssDNA,
with an overall affinity enhanced by several orders of
magnitude [43]. In the next step, the RPA70AB is joined by
RPA70 C, as shown by a protection of the linker 420–430
from proteolytic cleavage [44]. The bonding progresses
involving all the remaining subunit, reaching a high affinity
binding mode that form a stable complex with a ∼30nt mer
length [16, 17, 38, 39, 43, 45].

The X-ray structure of the entire RPA-ssDNA complex,
including the subunit orientation, is not known, even with
some interesting attempts to shed light on the overall structure
[46, 47].

The difficulty in solving the complete structure is due to
the profound conformational changes RPA goes through
binding to ssDNA. Experimentally it has been observed
that the structure of the free RPA70AB unveils a higher
separation of the domains 70A and 70B with respect to the
active RPA interacting with ssDNA [2, 16, 22, 48–51]. The
linker (amino acids 291–299) between the two domains is

expected to be flexible, as independently confirmed by
NMR studies on RPA70AB in solution [43].

The X-ray structure of RPA70AB binding dC8 was
determined [51], and it shows a series of complex base
specific hydrogen bonds between the residues located in
L12 and L45 of the protein and the oligomer. This result is
rather puzzling in view of the very low binding selectivity
that RPA has for the base sequence of ssDNA [43]. The
non-specific binding can be justified as a dynamic
remodeling of the binding sites [52].

The interaction of RPA with double stranded DNA,
dsDNA, is not fully clarified, and no X-ray structures are
available to date, however the affinity of RPA for dsDNA is
found to be significantly lower, about three orders of
magnitude with respect to ssDNA, with some variations
due to experimental conditions [8, 53]. The preferential
binding behavior of RPA is observed being toward a
damaged dsDNA rather than an undamaged chain, and the
affinity is a function of the damaged DNA structure; in
particular the binding is more favorable where disruptive
damages lead to a ssDNA. [54–56].

To investigate the binding mechanism, we examined
several aspects of the protein interacting with ssDNA. The
mobility of the complexes is analyzed by comparing the
averaged root mean square deviation (RMSD) values as a
function of residue number. The study is extended to the
analysis of the correlated and uncorrelated motions shown
by the cross correlation matrix plotted for our systems. We
restricted the configuration space by performing a Principal
Component Analysis (PCA) on the trajectory of the
molecular dynamics. This approach is intend to comple-
ment the previous results by providing a more accurate
description of the distinct states for the complexes,
compatibly with the inevitable error that a short sampling
will imply [57]. Our interest, however, is not only in the
conformational analysis of the complexes, but also the
estimation of the binding free energy. Although the main
aspects guiding the interaction of ligand with the receptor
are reasonably well understood, methods to estimate the
binding free energy, ΔG0, of large ligands are still
unavailable despite their dominant role in bimolecular
simulations [58–61]. We focus our attention on the
molecular mechanics Generalized Born/Poisson-Boltzmann
surface area (MM-GBSA/PBSA) approach [62, 63].

The goal of this work is to understand the interaction of
the RPA70AB protein with dC8 and dC5 for which the
binding free energy is experimentally available. We also
consider the possibility to assign the S-S bond between
Cys200 and Cys289, which are overstretched in the X-ray
structure of the free protein. The results reveal how the use
of the separate trajectories improves the accuracy of the
prediction of the binding free energy. Harmonic and quasi-
harmonic approximations are used to estimate the binding
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entropy. In addition, if the geometry of the receptor is taken
from the X-ray structure of the free RPA70AB, the
agreement with experiment is remarkably improved. In
particular, if the geometry containing the S-S bond between
Cys200 and Cys289 is considered, the comparison with the
experiment is within 4 kcal mol−1 for both complexes with
dC5 and dC8. The solvent effect is also analyzed by
comparing the change of binding free energy in function
of different solute concentrations.

Materials and methods

The geometry of the of RPA70AB interacting with dC8, 1,
was constructed by considering part of the crystal structure
determined by Bochkarev et al. [51] (pdb id 1jmc). The
same geometry was used to build the complex of
RPA70AB with a smaller oligomer of 5 nt, 2, interacting
with RPA70A. To calculate the binding free energy using a
separate trajectories method, we used the geometry of
RPA70AB from the complex without the ligand, 3, and the
X-ray structure of the receptor reported by Bochkareva et
al. [16] (pdb id 1fgu) obtained in absence of the ligand, 4.
The latter geometry contains a higher number of residues,
thus a few amino acids not present in the former complex
were removed to maintain the same number of atoms. The
two crystal structures, however, revealed an inconsistency

on the sulfur distance between two cysteine residues in
positionS 200 and 289. Before starting the simulation, the
X-ray structures were optimized using the WHAT IF series
of programs [64]. In the geometry of the free RPA70AB the
S-S separation is 4.2Å, despite the WHAT IF refinement,
contrary to the structure obtained with the ligand where the
sulfur bond is unequivocally present. To our knowledge,
additional information on this issue are absent in the
literature. To investigate this apparent ambiguity, we
performed two series of separated simulations considering
the presence of the cysteine bond, structure 1, 2, 3, and 4,
and the absence of the cysteine bond, 1′, 2′, 3′, and 4′,
Fig. 1.

The molecular dynamics simulations and the data
analysis were carried out with the AMBER 10 [65] package
using the parmbsc0 force field [66]. The solute was
modeled in a periodic box with a 8Å buffer of water
molecules explicitly described by the TIP3P [67] model.
The particle mesh Ewald (PME) method [68] was used to
treat the long range electrostatic interactions.

The equilibration of the system was performed as
follows: an initial optimization of 20,000 cycles, the first
10,000 by steepest descent then followed by the conjugate
gradient method. The complex is constrained to relax the
solvent. Then a further optimization of 30,000 cycles with
no constraints on the whole system was carried out to lead
to a final relaxed geometry. The first equilibration was carried

R234

E277
F269

F238

RPA70B RPA70A

dC8
2

C200-C288

1

3 4

Fig. 1 The picture of the X-ray
structure for the system exam-
ined. The RPA70AB in complex
with dC8, 1, and with dC5,

2. The free RPA70AB from the
complex structure, 3, and
from the experimental geometry,
4. When the sulfur bonds
between CYS200 and CYS289
is not considered, the
corresponding structures are
labeled 1′, 2′, 3′, 4′. The binding
loops are colored in red for
L12 and in blue for L45 for both
subunits A and B. The
hydrophobic mutations are
represented in violet, F234 and
F269, and the hydrophilic
mutations are shown in cyan,
F238 and E277
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out with a weak restraint on the complex for 100 ps at constant
volume, constantly increasing the temperature from 0 to
300 K. The equilibration continued for 200 ps at a constant
pressure of 1 atm, by keeping the temperature constant with
the Langevin temperature equilibration scheme [69] using a
collision frequency of 1.0 ps−1. Under these conditions the
restraints were gradually removed. The production run was
carried out without restraints for 24 ns. During the MD
calculation, hydrogen stretching motions were removed
using SHAKE bond constraints [70], allowing a longer time
step of 2 fs without introducing any instability. Free binding
energies of the complex were calculated with the molecular
mechanics Poisson Boltzmann and generalized Born surface
area method, MM-BP(GB)SA. The binding free energy is
calculated by taking the average energy difference between

the complex, Gcomp, and the reactants, Grec þ Glig,

$Gbind ¼ Gcomp � ðGrec þ GligÞ ð1Þ
where the average free energy, G, for the complex,

RPA70AB-dCn, receptor, RPA70AB, and ligand, dCn, is
composed by:

G ¼ EMM þ GPB=GB þ GSA � T$SðsÞ ð2Þ
where EMM is the molecular mechanics interaction energy,
in “gas phase”, within the system, GPB/GB is the component
of the electrostatic energy calculated with the Poisson-
Boltzmann (PB) [71], or generalized Born (GB) [72]
method. One of the advantages of using the MM-PB(GB)
SA method is that the “nonphysical” annihilation [73, 74]
or decoupling [75, 76] of the species alone in solution or
bounded to a substrate is not required anymore. Moreover,
it is not necessary to model the partially unbound states as
demanded using umbrella sampling. It has already been
shown that MM-PB(GB)SA method was able to qualitatively
reproduce well the binding free energy of such systems [63,
77, 78]. We used several GB methods to compare the
adaptability of different protocols to our systems. We
consider the method of Onufriev et al. [79], IGB2, with
mbondi radii definition. The ΔGSA represents the non-polar
contribution to the solvation free energy which is determined
with solvent-accessible-surface-area-dependent terms (SA)
[80] approach. The term TΔS(s) is the conformational
entropy change of the solute. The grid size used to solve
the Poisson-Boltzmann equation was 0.5Å, and the values of
interior dielectric constant and exterior dielectric constant
were set to 1 and 80, respectively. The gas phase and the
solvation free energies were calculated over 400 snapshots
taken at 20 ps interval from the last 8 ns of theMD trajectories.
To get closer to the experimental conditions, the concentration
of the salt in the bulk of the solution was set at 50 mM.

The solute binding entropy was calculated by normal
mode, NM, analysis for the single trajectory approach,

where the standard state is assumed to be at 1 M [81]. For
comparison, the quasi harmonic, QH, approximation was
used by analyzing the trajectories with ptraj module in
Amber 10 by extracting Cα and P atoms for the complex,
Cα atoms for the receptor and P atoms for the ligand. With
the single trajectory approach, the solute binding entropy is
converged and the results are similar to the NM predictions
(data not shown). On separate trajectories method, there is
no convergence in the QH entropy estimation (data not
shown), supposedly due to a cumulating error in the
covariance matrix [82]. Due to the lack of software to
estimate correctly the conformational entropy by QH
method for systems involving DNA, we used the NM
analysis also in the separate trajectory case. In order to
investigate motion between different regions in the protein,
as domain-domain communication [83–85] or between
ligand and receptor, we calculated the correlation matrix
for the binding complex, displayed as a two dimension
correlation map. A positive value shows that the atoms are
moving in the same direction, whereas a negative value
indicates an anti-correlated motion. We used ptraj applet in
the Amber code, to generate the correlation matrix and
Matlab to generate the 3D plots.

In MD calculations, the coordinate trajectory matrix has the
dimensions of (3 N, n) where N is the number of atoms and n
the number of snapshots selected for the analysis. The
resulting conformational space has a high dimensionality
and does not allow a simple description or a visualization
analysis. The use of the principal component analysis (PCA),
methods that reduces the dimensionality of the conformation
space, can allow for the depiction of extreme complex
structures and the major fluctuations of the correlated motions.
This method projects the multidimensional conformational
space onto a new set of axis which maximizes the variance of
the projection along orthogonal directions. Such a projection
enables low-dimensional representation of the spatial relation-
ship between conformations. With this approach, the analysis
starts by diagonalization of the covariance matrix σm,w whose
individual element is:

sm;w

� �
i;j ¼ yi � yih ið Þ yj � yj

� �� �� �
: ð3Þ

By projecting the MD trajectory onto the main essential
directions, corresponding to the larger eigenvectors, one
can visualize the extreme structures and the major fluctua-
tions of the correlated motions. The histograms obtained by
the projection of the MD trajectories, where we considered
only the Cα and P atoms because of the memory
limitations, onto the first two principal eigenvectors are
visualized with Matlab. The PCA [86–91] analysis was
carried out with PCAZIP software [92], and the collective
dynamic modes are plotted using the porcupine method
developed by Tai et al. [93].
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Results

Structure flexibility

The model of the complexes of RPA70AB interacting with
dC8 and dC5, 1 and 2, was constructed on the crystal
structure of the active complex determined by Bochkarev et
al. [51] (pdb id 1jmc). Because of the ambiguity on the
effective existence of the cysteine bond between the
residues 200 and 289 for the free protein, we also
considered a series of complexes without the S-S bond, 1′
and 2′. In the separate trajectory calculations, the geome-
tries chosen for the receptor are derived from complex, 3,
and gathered from the X-ray structure of the free
RPA70AB, Bochkareva et al. [16] (pdb id 1fgu), 4.
Consistent with the geometries of the complex, the
receptors without the cysteine bond are also examined, 3′
and 4′, respectively.

The root mean square deviation, rmsd, of the Cα atoms
in function of the sampling time (Fig. 2a and b), 24 ns, and
the root mean square fluctuation, rmsf, of the backbone
atoms, in function of the residue number (Fig. 2c and d),
are shown. The binding loops, L12, and L45 (residues 212–
220 and 264–274 for RPA70A, and residues 332–342 and
282–388 for RPA70B respectively), are directly involved in
the binding process. For the four complexes, 1, 2, 1′ and 2′,
the core part of the protein shows a rather high rigidity with
a value of rmsf below the 2Å, underlying how the
geometry change of the binding moieties does not deviate
substantially from the X-ray structure. Even the ligands,
dC8 and dC5 reveal a small tendency to change from the
initial geometry. The presence of the cysteine bond seems
to have a minor effect on the dynamics of the complexes.
Additionally, even the binding loop regions show a strong
stability, 1 and 1′, Fig. 2c and d. Shortening the ligand to a
dC5, 2 and 2′, does not alter sensibly the rmsf values in
both the subunits, with the exception of the L45 binding
regions, with a rmsf over 4Å, and L12 close to 3.5Å for 2′.
The rmsd in function of time is very similar for all
complexes with a value close to 2Å, Fig. 2a and b. The
receptor modeled in absence of the ligand behaves very
differently from the corresponding complex. If only the
receptor from the structure of the complex is modeled, 3
and 3′, the rmsd values are almost unaltered, with values
between 2 and 3Å for 3 and between 3 and 4Å for the last
7 ns for 3′. The strongest changes are observed in the region
of the binding loops, where their orientation along the
simulation was mainly dictated by the presence of the
ligand. If for the simulation the geometry is taken from the
X-ray structure of the free RPA70AB, 4 and 4′, the
flexibility of the protein is highly enhanced. The experi-
mental structure already predicts a higher distance between
the 2 subunit A and B [16] with respect to the

corresponding structure derived from the complex. Under
the assumption that the free protein is more flexible [16,
43], the simulations show higher values of rmsd, close to 7,
8Å for 4 and close to 4Å for 4′ (Fig. 2a–d).

The correlation between the mobility of the complex
with the average NMR chemical shift measured for the first
subunit RPA70A interacting with dC5 is shown in Fig. 3.
Experimentally [43], the average 1H and 15N NMR
chemical shift is mildly a function of the nature of the
base sequence of a pentamer, dN5, binding RPA70A. The
result suggests a low selectivity of the protein for ssDNA,
hypothesis supported by the similar value of the binding
constant KD of ∼2 μM measured with different sequences
of nucleotides. In Fig. 3 we reported the RPA70A
interacting with dC5. The top part of the figure, A, shows
the averages rmsd over 24 ns for the residues from 183 to
291, for 1 and 2, and RPA70A-dC5, 2b. The bottom part of
the figure, B, from the work of Arunkumar et al. [43],
shows the chemical shift between free RPA70A and the
corresponding complex with dC5. There is indeed a
similarity between the graphs, in particular in proximity of
the binding loops L12 and L45, the higher differences are
highly noticeable. In the first part of the protein, from
residues 183 to 205, there is not a significant change in the
chemical shift, contrary to a modest change in the rmsf that
peaks at 3.5Å. Between residues 210 and 220 there is a
remarkable matching between the NMR signal and geo-
metric change. Comparably, the region between residues
264 to 280 has similar behavior. A good agreement is also
encountered in the region around the residue 237 even if
with a minor rmsf value.

Correlated and anti-correlated motions between various
structural elements

In order to investigate motion between different regions
in the protein, or between ligand and receptor, we
calculated the correlation matrix for the binding com-
plexes, which are displayed as two dimension maps. A
positive value (in red) shows that the atoms are moving
in the same direction, whereas a negative value (in
blue) indicates an anti-correlated motion.

The correlation values for the Cα atoms for the protein
and P atoms for the nucleotide are reported in Fig. 4.
Complex 1 shows two main areas of strong correlation and
anti-correlation in correspondence to the RPA subunits,
underlying how the binding motions of RPA70A and
RPA70B are strongly anti-correlated. The linker, residues
300–315, has a substantial non-correlated pattern, green
area. In this respect, we can still argue the presence of a
domain-domain communication which leads to an anti-
correlated motion of binding for the two subunits. A similar
behavior is encountered if dC5 is used as a ligand, 2, even
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though the anti-correlation region for the RPA70B has
smaller values, more green areas, than 1. The above

observation would suggest that the anti-correlation motion
is induced by the presence of the ligand, and it is not
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ation, RMSD, for Cα and P
atoms as a function of the
simulation time (24 ns) for
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peculiar of the two subunits linked together. However, in
the total absence of the ligand, 3, the trajectory evolves
toward a motion which resembles the one encountered in 1.
The difference is that the correlation and anti-correlation
motion are enhanced and there is a higher mix of opposite
motions in both domains. This might indicate that the
dimer, in the geometry of the complex, still has some
domain-domain communication, however, additional oppo-
site movements limiting the effect is observed if the
geometry analyzed is of free RPA, 4. The correlation and
anti-correlation areas in the maps are strongly enhanced,
even if regions of weaker opposite movement are still
present. The elimination of the sulfur bond between the two
cysteines in position 200 and 289, right hand side of the
picture, reveals an increased mobility of the complex. The
general pattern for each case is preserved, but there is an
increase in minor and intense local opposite movements, in
particular in the case of the free protein, 4′. This might
indicate a disruption of the domain-domain communication,
as clearly visible on the left hand side of Fig. 4.

Principal component analysis

Due to the size of the systems considered and the potential
flexibility of the binding units, we extended our analysis to a
study based on the principal component analysis (PCA), often
called essential dynamics [91] when applied to protein
dynamics [91, 93–97]. With this approach, the high dimen-

sional space spanned by 3 N-6 degrees of freedom (where N
is the number of atoms) is substantially reduced. The
eigenvalues resulting from the principal component projection
represent the variation of the original set of data along the
corresponding eigenvector. These eigenvalues are normally
sorted in terms of their magnitude and their cumulative sum
gives an indication of the quality of the representation for a
given number of dimensions. As a limiting case, if all the
eigenvectors are considered, the original space is correctly
represented in the projection subspace. The representations of
the two principal component eigenvectors, relative to Cα and
P atoms, for the complexes are shown in Fig. 5. The
eigenvectors ev1 and ev2 relative to RPA70AB are shown
in yellow, while the vectors for the dC8 and dC5 are
represented in blue. The binding loops are depicted in cyan
and green for L12 and L45, respectively. The main
component of the motion of 1, ev1, is dominated by a
concerted motion of the two subunits toward dC8. In
particular, L12 has a strong component toward the binding
regions. L45, on the contrary, shows only a minor binding
character, with vectors pointing far from the dC8 fragment.

The components of ev2 are lower in magnitude, but still
they underline the motion of the RPA toward the dC8. In 1′
the components of the two principal eigenvectors are mildly
altered, however the binding motions of RPA towards the
ligand is still present. Complexes 2 and 2′ reveal different
dynamics of the subunit RPA70A, which appear to move
far from the ligand. However, the subunit RPA70B, where
the binding interaction is present, has the two main
components of the first two eigenvectors which are very
similar to 1. Complex 2′, on the other hand, behaves in an
unexpected way, where only the L45 of RPA70B shows a
movement towards the ligand while L12 has a motion in
the opposite direction. The second principal component
eigenvectors, for 2 and 2′, describe a concerted motion
toward the ligand, similar to ev1 found for 1 and 1′.

Energy landscape analysis

According to the energy landscape model [98], the folding
and binding coupling is often followed by conformational
changes related to the biological functions of proteins and,
as such determine the nature of the energy landscape [99–
104]. In this model, a selection of conformations for the
binding process in biomolecules implies that the flexibility
of the binding partners and the binding mechanism can be
established by the dynamic equilibrium of the complex
conformational states [105].

The two dimensional projections of the trajectories of the
systems considered on the first and second principal
component is shown in Fig. 6. This technique helps
visualize the shape of the potential energy surface in spite
of the inevitable distortion introduced by the projection.
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Fig. 3 Comparison between the RMSF (a) per residue in the RPA70A
region for the system 1 and 2. The species 2b in RPA70A alone, was
separately modeled for the same time scale. The bottom part shows the
chemical shift measured by NMR (b). The regions relative to the
binding loops, L12 and L45, are labeled

J Mol Model (2012) 18:2761–2783 2767



The model was performed using only the Cα atoms of the
protein residues and P atoms for the ligand, thus the
binding interaction is described only partially. Nevertheless,

it is relevant to observe groups of local minimum along the
trajectories which are more or less pronounced in function
of the nature of the ligand. In addition, we plotted the
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Fig. 4 Cross correlation matrix
relative to the Cα and P atoms
for the complex and single
receptors. Positive correlations
in descending order are shown
in red, orange and yellow.
Anti-correlated motions are
shown in cyan and blue. Light
green shows regions with
negligible. The binding loops
regions L12 and L45 for
both subunits are underlined
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interpolation of the values of the projection of the trajectory
onto the two main principal eigenvectors along the
simulation (black line in Fig. 6) which crosses the funnel
areas shown by the histogram.

The numbers have not been scaled in any way to reflect
relative energies because our statistics from direct MD is
insufficient to achieve quantitative accuracy. The results
reveal that the effect of changing the ligand modifies the
basins’ structure. For 1 there are several minor basins
separated by low barriers showing the exploration of the
conformational space along the simulation. The first series
of basins, encountered at the initial 6 ns of the simulation, is
located in proximity of the point with ev1, ev2 coordinates
(−20,0). The system evolves through a shallow valley for
about 6 ns to reach the most dominant basin at coordinate

(10,0) for all the remaining time of the simulation. A
similar behavior is found for 1′, where from the initial point
(15,5) the complex reaches through a small valley in ∼3 ns
and an intermediate state with coordinates (0,10), to evolve
toward the final state at (−10,0) where the most dominant
basin is found. Both final basins are the deepest compared
to the other complexes, revealing a strong binding
tendency. RPA70AB binding dC5, 2 and 2′, have a different
energy envelop profile with respect to the previous cases.
Both show a complex structure of basins less prominent but
more separated rather than connected by valleys as
previously encountered. In addition, the basin reached at
the end of the simulation lies at a higher minimum. The
shape of the energy envelope appears correlated to the
binding properties, where the higher the binding energy the

1

1’

2

2’

ev 1

ev 1

ev 1

ev 1

ev 2

ev 2

ev 2

ev 2

Fig. 5 Representation of the
first two principal eigenvectors
from the PCA analysis on 1, 1′,
2 and 2′ mapped onto the
Cα atoms for the receptors and
P atoms for the ligands. The
binding loops are represented
in cyan and green dots for L12
and L45 respectively. The
ligand is represented in blue
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deeper and pronounced is the minimum envelop region.
The complex structure in absence of ligand, 3 and 3′ lead to
an even more pronounced and scattered series of basins,
indicating that the structure changes frequently along the

trajectory. There is indeed a final region encountered in the
basin at coordinates (0,10) for 3 and (−20,0) for 3′ which
underline a certain stability. If in the simulation the X-ray
structure of the free protein is used, 4 and 4′, the number of

Fig. 6 Histograms for the com-
plexes and receptors represent-
ing the “minimum energy
envelope” obtained from
two-dimensional projections of
the trajectories onto the first
two principal eigenvectors. The
black line represents the
interpolation of the histogram
values mapped on the
domain surface
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small and scattered basins increase with respect to 3 and 3′,
revealing how the two subunits, RPA70A and RPA70B,
have independent motions.

Binding free energy calculations

Another aspect of importance relative to the binding
properties is the evaluation of the absolute or standard
binding free energy. In order to perform this computation,
the last 8 ns of the MD trajectories, from 400 adjacent
snapshots at 20 ps time interval, were extracted and used as
input for the calculation of the gas phase and solvation free
energy, ΔGgas+solv, by the MM-PB(GB)SA protocols. Since
the correlation time for decay of the fluctuation of the free
energy is about 1 ps, extracting the snapshots at a time
significantly longer should lead to independent series of
sample points. Under these conditions, the standard error in
the mean value, (sem), decreases with the square-root of the
number of points, thus having a large number of samples it
is possible to estimate properly the value for the binding
energy. The study conducted by Kollman and Case [106,
107], revealed how a number of snapshots from 100 to 200
is sufficient to calculate the binding energy with good
accuracy. The values for the binding ΔGgas+solv, oscillate to
some degree with respect to the average value but still in an
expected range, Fig. 7.

The entropy of the solute, necessary to obtain the absolute
binding free energy, has been calculated by normal mode
analysis based within the harmonic approximation. The
ΔGgas+solv values calculated on a single trajectory by the
MM-PBSA and MM-GBSA methods, (PB)Gtot and (GB)
Gtot respectively, are reported in Table 1. The mean values
of the energy decomposition, including the binding entropy,
are also shown. The binding character is over estimated
which is a common feature of the single trajectory MM-PB
(GB)SA approach. Complex 1 has a (PB)Gtot of
−79.8 kcal mol−1, with an unfavorable entropic contribution
of −43.5 kcal mol−1. The data are derived from a well
equilibrated structure with a slope of the linear regression of
9.8 10−3 kcal mol−1 ps−1, Fig. 7. The (GB)Gtot value, not
surprisingly, overestimate the binding by 3.5 kcal mol−1

value averaged over a series of data with a slope of the liner
regression of 9.4 10−3 kcal mol−1 ps−1, comparable to previ-
ously published results [63]. The loss of the sulfur bond
between Cys200 and Cys289, 1′, reduces the binding energy
by more than 15 kcal mol−1 with a value of −64.6 kcal mol−1

and −73.1 kcal mol−1 for (PB)Gtot and (GB)Gtot respectively.
The slope of the linear regression of the series of data used to
determine the free energy indicates a slightly better equili-
bration, with value of the slope of the linear regression of
6.0 10−4 kcal mol−1 ps−1, and 5.0 10−4 kcal mol−1 ps−1, for
PB and GB respectively, Fig. 7. The change in entropy,
however, is rather constant, with a drop of 2.3 kcal mol−1

with respect to 1. Reducing the size of the ligand, dC5,
decreases by almost half the binding free energy. Complex 2
has a (PB)Gtot value of −36.2 kcal mol−1, 5.6 kcal mol−1

higher than 2′. The (GB)Gtot estimations are higher, with a
value of −37.5 kcal mol−1 for 2 and −35.6 kcal mol−1 for 2′.
In this case, the loss of the sulfur bond, consistent with the
previous case, reduces the binding free energy, despite its
location in the subunit B far from the ligand located in the
subunit A. Complexes 2 and 2′ seem less equilibrated,
where the slope of the linear regression line for (PB)Gtot

value for 2 and 2′ are 1.8 10−2 kcal mol−1 ps−1 and
2.4 10−2 kcal mol−1 ps−1 respectively, similar to the values
for the (GB)Gtot energies.

The contributions to the MM-PB(GB)SA energies, includ-
ing the corresponding standard error of the mean, sem, are
listed in Table 1. The two major contributions with a bonding
character are the gas phase Coulombic energy, Helec, and van
der Waals energy, HvdW, whose sum is labeled as Hgas. In
general the antibonding contributions come from the polar
solvation component, GPB, while the non-polar part, Gnp,
gives a minor contribution. The sum of both quantities is
labeled as Gsolv. The polar contribution to the solvation free
energy is calculated by solving the Poisson-Boltzmann (PB)
equation [71] using radii from the PARSE parameter set
[108], or with the generalized Born (GB) method [72] as
described by Onufriev et al. [79], IGB2.

The presence of the sulfur bond between Cys200 and
Cys289 in 1 changes the binding property quite substantially,
Table 1. The value of Helec is reduced by 159 kcal mol−1

while the Hvdw has only a mild increase, ∼4 kcal mol−1.
The non-polar contributions to the binding free energy,
Gnp, Table 1, has the same value for both complexes,
-18.5 kcal mol−1. The polar part of the solvation energy,
calculated by PB and GB, GPB and GGB, is very different for
the two complexes, but both methods predict an increase of
167 kcal mol−1 for 1′. The change of the solute entropy is
minor, 2.3 kcal mol−1, thus the difference in binding free
energy is mainly due to the Coulombic energy and to the
polar component of the solvation energy. The decrease of
Hele for 1′ is substantially high, 198 kcal mol−1, whereas the
change in Hvdw is within a few kcal mol−1. The non-polar
contribution is the same for both complexes. The polar
contribution, however, consistent to what was observed for 1
and 1′, increased by 177 kcal mol−1 for 1′, independently of
the method used. The change of solute entropy is less than
one kcal mol−1. The reduction in the size of the ligand from
dC8 to dC5, 2 and 2′, significantly decreases the binding free
energy and the corresponding components, Table 1. The
general trend is however maintained, with a reduction of
Helec by 100 kcal mol−1 from 2 to 2′, a moderate reduction of
HvdW, and Gnp of 5 kcal mol−1 and 1 kcal mol−1 respectively.
The increase of the solvation energy is 122 kcal mol−1 for
GPB and 108 kcal mol−1 for GGB.
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Single and separate trajectories approach

Single trajectory method gives results which are far from the
experimental estimation of the binding free energy. This
problem is common in the literature and it seems due to the
strong change of conformation that the receptor has before the
formation of the complex. In order to circumvent this
limitation, we adopted the separate trajectory approach, where
the ligand and the receptor are modeled independently,

mimicking the expected structure of the interacting species
before the formation of the complex. For this purpose we
chose two different geometries for the receptor. The first
structure was obtained by simply removing the ligand from
the experimental geometry of the complex, 3 and 3′, the
second one was the structure determined without the ligand,
the free RPA70AB, 4 and 4′. Table 2 reports the energies
calculated using 1 and 2 as a reference for the complex
values, 3 and 4 for the receptor and dC5 and dC8 for the
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Fig. 7 MM-PB(GB)SA binding
free energies for 1, 1’, 2 and
2’, calculated in the last
8 ns on the single trajectory.
Each snapshot has 20 ps step
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ligands, where each species are equilibrated individually. The
introduction of the separate trajectory method increases

substantially the accuracy on the prediction of the binding
free energy. The overbounded value for 1 is reduced when

Table 1 MM-PB(GB)SA energy components of the complexes calculated for 800 equidistant snapshots extracted from the last 8 ns of the same
trajectory

Contrib 1 1′ 2 2′

Mean semh Mean sem Mean sem Mean sem

Helec
a −885.0 6.6 −1,044.7 5.7 −494.1 8.3 −594.4 7.8

HvdW
b −128.3 1.8 −124.0 1.6 −73.2 1.8 −77.6 1.8

Hgas
c −1,013.3 7.0 −1,168.7 6.3 −567.3 8.7 −672.1 8.3

Gnp
d −18.5 0.1 −18.5 0.1 −11.3 0.1 −12.5 0.1

GPB
e 908.5 6.0 1,076.7 5.3 510.8 7.6 622.7 7.3

Gsolv
f 890.0 5.9 1,058.3 5.3 499.5 7.6 610.2 7.3

Ggas+solv
g −123.3 3.4 −110.4 3.5 −67.8 3.2 −61.8 3.5

Gnp −18.5 0.1 −18.5 0.1 −11.3 0.1 −12.5 0.1

GGB 905.0 6.0 1,068.2 5.3 509.5 7.6 617.7 7.4

Gsolv’ 886.5 6.0 1,049.8 5.2 498.2 7.6 605.3 7.3

Ggas+solv’ −126.8 3.1 −118.9 3.4 −69.1 3.2 −66.8 3.4

TS(s)tot
i −43.5 3.6 −45.8 3.7 −31.6 3.2 −31.2 3.2

(PB)Gtot
l −79.8 4.9 −64.6 5.1 −36.2 4.5 −30.6 4.7

(GB)Gtot −83.3 4.8 −73.1 5.0 −37.5 4.5 −35.6 4.6

The standard state is assumed to be at 1 M. The units are in kcal mol−1 . Ionic strength is set at 50 mM. (a) Helec: coulombic energy; (b) HvdW: van
der Waals energy; (c) Hgas=Helec+HvdW;

(d) Gnp non-polar solvation free energy; (e) GPB: polar solvation free energy calculated by solving the
Poisson-Boltzmann equation PB, in italic by solving the Generalized Born equation, GB; (f) Gsolv=Gnp+GPB;

(g) Ggas+solv=Hgas+Gsolv;
(h) Standard

error of mean values; The MM-GBSA value are shown in italic; (i) TStot
(s) : total solute entropy contribution; (l) Gtot=Ggas+solv. – TStot

(s)

Table 2 MM-PBSA energy components of complexes 1–3, 1–4, 2–3 and 2–4 calculated for 800 equidistant snapshots extracted from the last 8 ns
of separate trajectories

Contrib 1–3 1–4 2–3 2–4

Mean semi Mean sem Mean sem Mean sem

Helec
a –669.0 7.0 −691.5 6.8 −400.2 7.8 −422.7 7.7

HvdW
b −108.3 1.8 −166.2 1.8 −87.4 1.7 −145.3 1.7

Hint
c 5.3 3.0 28.7 3.0 0.9 3.1 24.3 3.1

Hgas
d −772.0 7.3 −829.0 7.1 −486.7 8.0 −543.7 7.9

Gnp
e −17.2 0.1 −25.8 0.1 −14.9 0.1 −23.5 0.1

GPB
f 693.2 6.3 749.3 6.3 441.7 7.1 497.9 7.1

Gsolv
g 676.0 6.3 723.5 6.3 426.9 7.0 474.4 7.0

Ggas+solv
h −96.0 3.4 −105.4 3.4 −59.8 3.3 −69.3 3.3

Gnp’ −17.2 0.1 −25.8 0.1 −14.9 0.1 −23.5 0.1

GPB’ 683.4 6.3 753.3 6.3 424.8 7.0 494.6 7.0

Gsolv’ 666.3 6.3 727.5 6.2 409.9 7.0 471.1 7.0

Ggas+solv’ −105.7 3.3 −101.5 3.2 −76.8 3.3 −72.6 3.2

TS(s)tot
l −28.3 3.8 −49.0 3.7 −17.0 3.2 −37.7 3.7

(PB)Gtot
m −62.4 7.4 −27.7 7.3 −42.0 4.6 −7.3 4.8

(GB)Gtot −72.2 5.0 −23.8 4.9 −58.9 4.7 −10.5 4.9

The standard state is assumed to be at 1 M. The units are in kcal mol−1 . Ionic strength is set at 50 mM. (a) Helec: coulombic energy; (b) HvdW: van
der Waals energy; (c) Hint: internal energy;

(d) Hgas=Helec+HvdW+Hint;
(e) Gnp non-polar solvation free energy; (f) GPB: polar solvation free energy

calculated by solving the Poisson-Boltzmann equation PB, in italic by solving the generalized Born equation, GB; (g) Gsolv=Gnp+GPB;
(h) Ggas+solv=Hgas+

Gsolv;
(i) Standard error of mean values; The MM-GBSAvalue are shown in italic; (l) TStot

(s) : total solute entropy contribution; (m)Gtot=Ggas+solv. – TStot
(s)
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the energy of the complex is compared with 3, (PB)Gtot

decreases by 17.4 kcal mol−1 and (GB)Gtot decreases by
11.1 kcal mol−1. A similar behavior is observed for 1′,
Table 3, (PB)Gtot decreases by 1.0 kcal mol−1 but (GB)Gtot

decreases by 13.9 kcal mol−1. The energy change in the
separate trajectory protocol is due to the conformational
adaptation of the receptor in the complex [77]. The change in
entropy is actually in favor of a stronger binding, with a change
of TΔS of 15 and 6.1 kcal mol−1 in 1–3 and 1′–3′ respectively.
When the geometry of the receptor is taken from the crystal
structure of the free RPA70AB, the correction in the binding
free energy is more pronounced, structures 1–4 and 1′–4′. In
the former case, the energy decreases by 52.1 kcal mol−1,
(PB)Gtot, and 59.5 kcal mol−1, (GB)Gtot, for 1 and by
33.5 kcal mol−1, (PB)Gtot, and 38.0 kcal mol−1, (GB)Gtot, for
1′. The combination 1–4 is the closest to the experimental
value estimated to be −10±0.4 kcal mol−1 with an overesti-
mation of the binding free energy of ∼17 kcal mol−1 by (PB)
Gtot and ∼14 kcal mol−1 by (GB)Gtot, with a much better
agreement than the single trajectory approach. The error is
substantial but very much in line with the accuracy expected
with this method. The big size of the ligand, including its
high flexibility, might represent an issue in estimation of the
adaptation free energy. For the smaller ligand, however, the
description reaches a surprising level of accuracy. The
estimate (PB)Gtot energy for 2–4,-7.3 kcal mol−1, is in
excellent agreement with the experimental value, -7±

1 kcal mol−1, Table 2. Even the (GB)Gtot energy is in very
good agreement, with a value of −10.5 kcal mol−1. The
absence of the S-S bond makes the complex 1′-4′ over-
bounded, (PB)Gtot value of −31.1 kcal mol−1 and (GB)Gtot

value of −35.1 kcal mol−1, and the complex 2′-4′ unstable,
with a positive bonding free energy, Table 3. Due to the very
good agreement of structures 1–4 and 2–4 with the
experimental value, we used these complexes to compare
different MM-GBSA methods to verify if a better agreement
can be reached.

Contrary to the PB method, in the GB approach each atom
is represented as a sphere with a radius called an effective
Born radii. In order to increase the computational efficiency,
several methods have been proposed to determine the Born
radii. The modified CFAmethod introduced by Hawkins et al.
[109], IGB1, was one of the first implemented in Amber.
This method, however, gave some issues on the buried
atoms. A rescaling approach was introduced to estimate
more accurately the Born radii, with the GBOBC methods,
namely IGB2, approach used in the data shown in Tables 1,
2 and 3. In addition we extended our calculations using two
different radius definitions for IGB2, bondi and mbondi2,
IGB2’ and IGB2” respectively. Also the IGB1 protocol is
considered as a comparison. The data are summarized in
Table 4, indicating the mean values for the contributions of
each MM-GBSA method, and the standard error of the
mean, sem.

Table 3 MM-PBSA energy components of complexes 1′-3′, 1′-4′, 2′-3′ and 2′-4′ calculated for 800 equidistant snapshots extracted from the last
8 ns of separate trajectories

Contrib 1′–3′ 1′–4′ 2′–3′ 2′–4′

Mean semi Mean sem Mean sem Mean sem

Helec
a −886.1 7.4 −822.5 6.6 −565.8 8.4 −502.1 7.7

HvdW
b −135.1 1.7 −154.4 1.7 −85.6 1.8 −104.9 1.8

Hint
c −0.2 3.4 −2.9 3.4 8.5 3.3 5.7 3.2

Hgas
d −1,021.4 7.7 −979.8 7.2 −642.9 8.7 −601.3 8.2

Gnp
e −42.2 0.1 −47.6 0.1 −13.2 0.1 −18.7 0.1

GPB
f 960.5 6.7 943.3 6.0 600.1 7.7 583.0 7.1

Gsolv
g 918.3 6.6 895.7 5.9 587.0 7.6 564.3 7.0

Ggas+solv
h −103.1 3.6 −84.1 3.5 −55.9 3.6 −36.9 3.5

Gnp’ −18.7 0.1 −24.1 0.1 −13.2 0.1 −18.7 0.1

GPB’ 941.4 6.7 915.7 6.0 595.4 7.7 569.7 7.1

Gsolv’ 922.8 6.6 891.6 5.9 582.2 7.6 551.0 7.0

Ggas+solv’ −98.7 3.5 −88.2 3.3 −60.7 3.4 −50.2 3.3

TS(s)tot
l −39.7 4.0 −56.0 3.0 −27.7 4.0 −44.0 3.0

(PB)Gtot
m −63.6 5.4 −31.1 4.6 −19.8 5.4 12.7 4.6

(GB)Gtot −59.2 5.3 −35.1 4.5 −24.6 5.3 −0.5 4.5

The standard state is assumed to be at 1 M. The units are in kcal mol−1 . Ionic strength is set at 50 mM. (a) Helec: coulombic energy; (b) HvdW: van der
Waals energy; (c) Hint: internal energy;

(d) Hgas=Helec+HvdW+Hint;
(e) Gnp non-polar solvation free energy; (f) GPB: polar solvation free energy calculated

by solving the Poisson-Boltzmann equation PB, in italic by solving the generalized Born equation, GB; (g) Gsolv=Gnp+GPB;
(h) Ggas+solv=Hgas+Gsolv;

(i) Standard error of mean values; The MM-GBSA value are shown in italic; (l) TStot
(s) : total solute entropy contribution; (m)Gtot=Ggas+solv. – TStot

(s)
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The results obtained with the IGB1 approximation are
far from the experimental values and comparable with the
single trajectory approach. The data from IGB2” protocol
slightly overbinds both complexes by a few kcal mol−1,
however the IGB2’ theory estimates the binding free energy
with an error of only 4 kcal mol−1 for both complexes. This
result is very interesting since often the MM-PB(GB)SA
results show a strong overbound character of the interacting
structures [110]. The use of separate trajectories approach,
where the individual geometries are experimentally deter-
mined, seems to be the key method to use in order to have
optimal prediction of the binding free energy.

TheMM-GBSA protocol allows to decompose theΔGgas+sol

energy in terms of contributions from each residue of a
structure considered. The data calculated with the IGB2
method, Fig. 8, shows the components for the highest 20
contributions to the ΔGgas+sol energy. The Coulombic interac-
tion summed with the solvation free energy (coul+GB), the
non-polar contribution (np), and the van der Waals (vdW)
energy for each residue considered are represented in Fig. 8.
About 15 aminoacids contribute to the overall binding energy,
with ΔGgas+sol values from −12 to −2 kcal mol−1, confirming
the complexity of the binding process and its strong
cooperative character. For all cases arginine, positively
charged, gives the major binding contribution, in particular
in position 382 and 210. The former is located in the L45
binding side of RPA70B subunit; the amino acid contributes
bymore than 12 kcal mol−1 toΔGgas+sol in both 1 and 1′. The
latter position is in L12 in the subunit RPA70A, which is
particularly dominant in 2 and 2′, with a ΔGgas+sol value
close to −12 kcal mol−1, while in 1 and 1′ the value is lower,

8 kcal mol−1. In 1 and 1′ other Arg have a dominant role in
the binding, in position 335, 216, 234, and 339. Other amino
acids show a strong binding character, such as tryptophan in
position 361, with a ΔGgas+sol value close to −8 kcal mol−1,
Asparagine in position 214, ΔGgas+sol value close to
−5 kcal mol−1, and unexpectedly the non-polar Phenylalanine
269 in L45 of RPA70A and in position 238, in L12 of
RPA70B, which contribute by −6 kcal mol−1 and
−4 kcal mol−1. Minor contribution, close to 2 kcal mol−1, are
given by Trp212, Phe386, Ile332, and Asn214. When the
ligand used is dC5, 2 and 2′, a different set of amino acids
interact with the ssDNA. The strongest contribution is due to
ARG210 with ΔGgas+sol values of −9 kcal mol−1 and
−12 kcal mol−1 in 2 and 2′ respectively, position with relevant
binding contribution already found for 1 and 1′. Arg126 has a
similar contribution for both complexes with a ΔGgas+sol value
of −8 kcal mol−1. Lower binding properties are observed for
Arg234, Asn214, Phe269, and Phe238 with ΔGgas+sol values
between 6 and 4 kcal mol−1.

Solvent effect

The energetics of the electrostatic interaction depends on
the screening property of the surrounding environment,
which is correlated to the ionic strength. In order to monitor
this effect we performed a series of MM-PBSA calculation
on the separate trajectory for complexes 1–4 and 2–4,
Table 5, for which we encountered the optimal agreement
with experiment. The polar contributions to the solvation
free energy were computed at 0, 50, 100, 200, 500 and
1000 mM. We observed a mild change in the binding free

Table 4 MM-GBSA energy components calculated by IGB1, IGB2, IGB2’ and IGB2” for complexes 1–4 and 2–4

1-4 Contrib IGB1 IGB2 IGB2’ IGB2”

Mean semd Mean sem Mean sem Mean sem

GGB
a 697.0 6.1 756.6 6.3 766.9 6.3 750.3 6.2

Gsolv
b 671.0 6.1 730.6 6.2 741.0 6.3 724.4 6.2

Ggas+solv
c −161.1 3.2 −101.5 3.2 −91.1 3.1 −107.8 3.1

TS(s)tot
e −49.0 3.7 −49.0 3.7 −49.0 3.7 −49.0 3.7

(GB)Gtot
f −82.9 4.9 −23.3 4.9 −13.0 4.8 −29.6 4.9

2-4 Contrib IGB1 IGB2 IGB2’ IGB2”

Mean semh Mean sem Mean sem Mean sem

GGB 442.2 6.8 497.9 7.0 504.5 7.0 493.4 6.9

Gsolv 418.6 6.8 474.3 7.0 480.9 7.0 469.7 6.9

Ggas+solv −128.2 3.2 −72.5 3.2 −65.9 3.1 −77.1 3.2

TStot
(s) −37.7 3.7 −37.7 3.7 −37.7 3.7 −37.7 3.7

(GB)Gtot −65.7 4.9 −10.0 4.9 −3.4 4.8 −14.6 4.9

The standard state is assumed to be at 1 M. The units are in kcal mol−1 . Ionic strength is set at 50 mM. The terms Helec, HvdW Hint, Hgas, and Gnp

are omitted since they are reported in Table 2. (a) GGB: polar solvation free energy calculated by solving the generalized Born equation, GB;
(b) Gsolv=Gnp+GPB;

(c) Ggas+solv=Hgas+Gsolv;
(d) Standard error of mean values; The MM-GBSA value are shown in italic; (e) TStot

(s) : total solute
entropy contribution; (f) Gtot=Ggas+solv. – TStot

(s)
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Fig. 8 decomposition per
residues of the binding free
energies calculated using the
IGB2. To estimate the MM-
GBSA energies 400 equidistant
snapshots were extracted in the
last 8 ns of the trajectory. The
values show the contributions of
the Coulombic interaction plus
the solvation free energy (coul +
GB) the non polar (NP) and van
der Waals (vdW). The number
in parenthesis shows to which
monomer the residue belongs
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energy of about 4 kcal mol−1 for 1–4 and 2 kcal mol−1 for
2–4, from the lowest salt concentration to the highest. The
result reveals how the binding free energy for these highly
charged systems is not very sensitive to the ionic strength
of the solution.

Discussion

In this study, we have demonstrated that the MM-PBSA
method can accurately calculate the binding free energy
betweenRPA70AB and a short oligomer. Several experimental
results are available in the literature on the RPA affinity with a
ssDNA sequence. In particular, the work of Arunkumar et al.
[43] showed the binding activity for the single and combined
A and B RPA70 domains in function of different nt
sequences, including the oligo dC8 used for the crystalliza-
tion. The data revealed a low specificity of RPA70AB for
ssDNA, and equivalent binding rate constant for dC8 and
dC10, confirming that dC8 is the minimum binding unit for
RPA70AB. Schubert et al. [111] calculated the binding free
energy by surface plasmon resonance (SPR) and fluorescence
correlation spectroscopy (FCS), with the assumption that a
single equilibrium reaction occurs in the temperature range of
the measurements. These results can be used to validate
theoretical models based on molecular dynamics aimed to
describe the binding affinity of RPA70AB.

Due to the sensitivity of the binding parameters in
terms of the nature of ssDNA, experimental conditions
and sequence of RPA, we attempted to reproduce the
experimental results relative to the only complex solved
by X-ray crystallography, the RPA70AB interacting with
the oligomer dC8, pdb code 1jmc [51]. Measurements
conducted by NMR titration and fluorescence spectroscopy
[43], confirmed a KD value for RPA70AB binding to dC8

equal to 52±16 nM, and 2–10 μM if dC5 is used as a ligand
instead. The data measured for a different sequence of
oligonucleotides, but with the same length, are very similar,
proving the low RPA70AB selectivity for ligands with a
length between 5 and 8 nt. The measurements are consistent
with a previous study [112] where the value of KD for dC8

was estimated to be 15 nM by electrophoretic mobility
assay.

The binding free energy is related to the equilibrium
association and dissociation constants, KA and KD, by

$G ¼ �RTInKA ¼ RTInKD; ð4Þ
where R is the gas constant and T the temperature in K.
This allows us to estimate the experimental binding free
energy values of −10.0±0.4 kcal mol−1 for dC8 and −7±
1 kcal mol−1 for dC5. The use of MM-PB(GB)SA methods,
combined with the normal mode analysis for the solute
entropy calculation, allows to estimate the absolute, or
standard, binding free energy of the complexes and to
compare the results with experiments.

The first issue was to evaluate whether the S-S bond
between Cys200 and Cys289 was actually present in the
complex, as there was seen a puzzling long S-S distance,
more than 4Å, measured in the X-ray structure of the free
RPA70AB. The same issue was not noticeable in the
geometry of the complex for which the corresponding S-S
distance is in the expected length range. The distinction
gave rise to two sets of structures for which we performed
the study. The major question was to find the most accurate
method to predict the binding free energy. The problem is
particularly challenging, in fact, even though the funda-
mental principles governing ligand binding are reasonably
well understood, an accurate method to calculate the
absolute, or standard, binding free energy for complexes
with a ligand of large size is still unavailable. Much
progress has been achieved by Roux et al. [113] who
proposed protocols based on the alchemical free energy
perturbation (FEP) method where the ligand is progressively
“decoupled” from the surroundings, and based on the
potential mean force (PMF) where the binding constant is
computed via a protein-ligand interaction. If the protocols are
applied correctly, the error estimation is of the order of
kcal mol−1. Another very promising technique is the M2
method proposed by Gilson et al. [114], which is based on
the traditional MM-PBSA approach, but includes an accurate

Table 5 MM-GBSA energy components calculated by, IGB2, for
complexes 1–4 and 2–4, in the function of the change of the ionic
strength

1–4a Ggas+solv
b (GB)Gtot

c

Salt concentration Mean semd Mean sem

0 −100.8 3.2 −22.6 4.9

50 −101.5 3.2 −23.3 4.9

100 −100.9 3.2 −22.7 4.9

200 −100.1 3.2 −21.9 4.9

500 −98.7 3.2 −20.5 4.9

1000 −97.5 3.2 −19.3 4.9

2-4 Ggas+solv
b (GB)Gtot

c

Salt concentrationa Mean semh Mean sem

0 −65.5 3.2 −3.5 4.9

50 −65.9 2.2 −3.9 4.9

100 −65.6 3.2 −3.6 4.9

200 −65.2 3.2 −3.2 4.9

500 −64.5 3.2 −2.5 4.9

1000 −63.9 3.2 −1.9 4.9

(b) Binding free energy, by IGB2, in function of different salt concen-
trations, in mM, for complexes 1–4 and 2–4. The standard state is
assumed to be at 1 M. The units are in kcal mol−1 . (b) Ggas+solv=Helec+
HvdW+Hint+Gsolv;

(c) Gtot=Ggas+solv – TStot
(s) , where TStot

(s) : total solute
entropy contribution; (d) Standard error of mean values
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strategy to search for stable conformations that allow the
code to reproduce binding energies. These methods are
designed for relatively small ligands, which is a common
scenario in drug design. The size of dC8 and dC5

prevents us from using the above mentioned techniques.
As an alternative, we estimated the absolute binding free
energy by the MM-PB(GB)SA protocol. This approach,
regardless of the use of single or separate trajectories,
gives an approximate value of the standard binding free
energy [115]. More recently, the MM-PBSA method has
been developed [72, 116] and applied to HIV reverse
transcriptase [117], avidin [118], neuraminidase [119],
cathespin D [120], growth factor receptor binding protein
2 [121], metallo-protease [122, 123] hystone deacetylase
[124], DNA glycosilase [78], and protein-protein interface
[125]. Despite the high flexibility of the system investigated,
the MM-PB(GB)SA is considered a suitable method
[126–131].

For very flexible molecules, the NM analysis is
applicable in very short time scales, in the fs region, where
the dynamics is dominated by bond vibrations. For longer
periods of time, ns, conformational motions take place and
should be included in the estimation of the entropy. In the
latter case, the QH method is an appropriate theory to use to
estimate the solute conformational entropy which is still to
date the most difficult component to estimate in the binding
free energy. Several studies reported little success in
estimating the conformational entropy by QH analysis,
and all cases encountered strong convergence problems [81,
132]. Interestingly Grünberg et al. [82] proposed different
approaches based on the protocol used by Gohlke and Case
[81], in which they solved the issue of poor convergence
due to accumulating inaccuracies in calculating the covari-
ance matrix. Their code, however, does not support DNA
structures. More recently, efforts [133–136] introduced
interesting developments, however the missing direct
comparison with experiment leaves the problem unre-
solved. For ligands of moderate size the conformational
entropy can be satisfactorily described by NM analysis, as
observed for a series of oligomers [137–141], thus this
theory can still be suitable to estimate the solute binding
entropy. Until a systematic study which underlines the
limitations of the NM analysis for ssDNA fragments by
comparison with experiment is made, the approach used in
this work can still be considered an appropriate attempt to
tackle the issue.

The MM-PB(GB)SA results, calculated from the sepa-
rate trajectory method, are surprisingly close to the
experiment, in spite of the use of the NM analysis to
estimate the binding entropy. As a peculiar aspect, the
choice of the initial structure of the receptors seems to be
critical. When the receptor geometry is the same as the one
found in the complex, the improvement of the binding

energy is modest, however, when the geometry used comes
from the free RPA70AB, the agreement is optimal. For 1–4
we have optimal results, ∼13 kcal mol−1 overbinding, but
for 2–4 the prediction matches the experiment, Tables 2 and
4. The reduced size of the ligand, dC5 vs. dC8, helps to
improve the accuracy. The other combinations of receptor
geometries and ligand length reduce the accuracy, as shown
by the limit case 2′−4′ where the interaction results are
repulsive. As a conclusion we predict that the S-S bond
between Cys200 and Cys289 is indeed present in the
structure and the overestimation in the experimental length
can be explained as an error in refining the density map
derived from the X-ray measurement.

Because of the encouraging prediction of the binding
free energy, we tested several approaches to calculate the
solvation free energy, Table 4. The IGB1 method gave poor
results, with an estimation of the binding free energy
comparable to the single trajectory approach. IGB2,
previously used, is listed in the table as a comparison.
IGB2 with bondi radii definition, IGB2′, gives an excellent
agreement with the experiment. The binding free energy for
1–4 are over bound by only 3 kcal mol−1, whereas for
complexes 2–4 the binding free energy is underbound by
4 kcal mol−1. The good prediction of the binding free
energy shows how the MM-PB(GB)SA method can be
extremely accurate if the appropriate structures are used in
the modeling. It is true, however, that it is rather rare to find
the X-ray structure of a complex and the corresponding
geometries of the individual fragments, but ideally, this
seems to be the most suitable approach to optimize the
agreement with experiment.

The MM-GBSA technique allows to decompose the
Ggas+solv term calculated for each residue, Fig. 8. This
approach can contribute to establish a correlation between
change of affinity by point mutation and the corresponding
Ggas+solv value calculated for the same residue. For compar-
ison we considered system 1 which is the closest to the
experimental work based on RPA70 mutations. Studies on
the change of the binding constant for mutations of RPA70
were conducted by Wold et al. [18, 45, 142]. The individual
hydrophilic point mutations R234A and R382A, for instance,
reduced the relative binding ratio, KA(mutant)/KA(wild type)
to 0.027 and 0.040, respectively. The data on the top of
Fig. 8 shows how the two residues contributed strongly to
the binding free energy, with a Ggas+sol value of
−7 kcal mol−1 and −12 kcal mol−1, respectively. The loss
in affinity experimentally determined can be associated to
a reduction in binding free energy, caused by the loss of
polar contacts, as underlined by the strong polar contri-
bution that the Ggas+solv has for the two residues. The
results underline the role of the strength of residue
interaction with the ssDNA as a component to estimate
the binding. It has to be noted that, however, mutations
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may lead to conformational changes with respect to the
wild type complex, thus the analysis of the energy
contribution by residue has only a qualitative prediction
power. Although this approach prevents an accurate predic-
tion of the activity of mutants, it can suggest new point
mutations on the basis of energy contributions. The simple
analysis of the crystal structure might be insufficient to
suggest new mutations or understand the change of affinity of
the current ones. For instance, the mutations K263A and
E277A, located close to the binding sites, show a smaller
change in the relative binding ratio, values of 0.18 and 0.10
respectively, inconsistent with what the X-ray structure may
suggest. The experimental findings, however, are in perfect
agreement with a lowerΔGgas+sol contribution ∼2 kcal mol−1

for both mutations, (data not shown because below the
threshold chosen for the representation). The polarity of the
residue is not the only component to alter the affinity. The
double point mutations F238A-F269A and W361A-F386A,
for instance, reduce the relative binding by 0.23 and 0.15
respectively. This noticeable reduction is not as strong as the
previous one because of weaker interactions involved in the
binding, as shown by the corresponding Ggas+solv component
shown in Fig. 8. Due to the non polarity of the residues, the
energy contribution has mostly a van der Waals character
rather than a Coulomb+GB component.

The theoretical results confirm that different types of
interactions might have a role in the affinity prediction for
mutants. A model that allows for an estimate of the energy
contribution by residues to the binding is an important tool
to predict the design of new mutations with desired affinity
properties. Results might be obtained with less accuracy if
only the geometry of the complex is considered.

The root mean-square deviation (rmsd) and fluctuation
(rmsf) relative to Cα and P atoms over the course of the
simulation can be used as a measure of the conformational
stability of the structures examined. The expected confor-
mational flexibility of the free RPA, 4 and 4′, is observed in
the MD simulation, green line in Fig. 2 (a–c). The values of
rmsd for 4 and 4′, Fig. 2 (a–b), increase significantly after
the first 10 ns, with values from 7Å to 10Å, as a possible
consequence for the relaxation from the initial structure.
However, the trajectory results stabilized along the remain-
ing simulation time. The corresponding ligand free struc-
tures derived from the geometry of complex, 3 and 3′, show
a much higher rigidity, with a rmsd values below 3Å and 4
Å respectively. The lack of flexibility observed for 3 and 3′,
compared with 4 and 4′, suggests that intermolecular forces
between the subunits RPA70A and RPA70B are the cause
of a stabilization of the RPA dimer. The geometries of
complexes 1, 1′ and 2, 2′ show a low fluctuation with rmsd
values below 3Å. The result is intriguing because the
conformational stability of the complex seems to be
independent of the length of the ligands, in particular the

vicinity of the subunits 70A and 70B seems to be sufficient
to preserve the dimer conformation in the bound state. The
rmsf results depict which residue has the highest mobility
averaged along the whole simulation time. All the domains
in the geometries of complex, 1 and 1′, show a high
stability, with rmsf values below 2Å. When the ligand is
reduced, 2 and 2′, its contact with RPA70AB is limited to
the subunit RPA70A. In this condition, the binding loops
L12 and in RPA70B show a high mobility, while the loop
L45 preserves a strong rigidity. When the free RPA70AB in
the complex geometry, 3 and 3′, is considered, only the L12
in the domains 70A and 70B shows a high mobility. We can
conclude that the L12 is the sub domain with the highest
flexibility, and even if L45 has a strong binding character,
its orientation is not affected by the presence of the ligand
once it has reached the binding conformation. When the
geometry of the free RPA70 is considered, few changes in
most of the domains are encountered, however, consistent
with the previous observation, L12 is still the most flexible
residue. We can speculate that the high flexibility of L12
might help to recognize and start the binding process.

Conclusions

The goal of this study is to shed light on the modality of the
interaction of the RPA70AB protein with dC8 and dC5 for
which the binding free energy has been experimentally
determined. We also addressed the ambiguity in assigning
an S-S bond between Cys200 and Cys289 where results
appear overstretched in the X-ray structure. To address this
issue a series of calculations aimed to estimate the absolute
binding free energy were performed using the MM-PB(GB)
SA protocol adopting the single and multi trajectory
approach. The technique is based on the Poisson-
Boltzmann (PB) and the generalized Born (GB) solvent
accessible surface area methods. The solute entropic
contribution is also included and estimated by normal
mode analysis. The results reveal how the use of the
separate trajectories, in particular when the ligand free
structure of RPA is considered for the receptor geometry,
enhances the performance of the simulations. In addition, if
the geometry of the receptor is taken for the X-ray structure
of the free RPA70AB, the agreement with experiment is
remarkably improved. In particular, if the geometry
containing the S-S bond between Cys200 and Cys289 is
considered, the error with the experiment is reduced to
4 kcal mol−1 for both of the complexes. The decomposition
of the MM-GBSA energy for different residues allows us to
correlate the change of the affinity of the mutated protein
with the ΔGgas+sol contribution of the residue considered.
The agreement with experiment is optimal and a strong
change in the binding free energy can be considered as a
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dominant factor in the loss of the binding affinity
encountered in the mutants. This work also underlines the
accuracy of the MM-PB(GB)SA method if suitable geom-
etries are taken in the model, even though we are aware that
often the geometry of the complex and the corresponding
structure of the free receptor and ligand may not be
available.
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